Overview of methods of reverse engineering of gene regulatory networks: Boolean and Bayesian networks
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Reverse engineering of gene regulatory networks is an intensively studied topic in Systems Biology as it reconstructs regulatory interactions between all genes in the genome in the most complete form. The extreme computational complexity of this problem and lack of thorough reviews on reconstruction methods of gene regulatory network is a significant obstacle to further development of this area. In this article the two most common methods for modeling gene regulatory networks are surveyed: Boolean and Bayesian networks. The mathematical description of each method is given, as well as several algorithmic approaches to modeling gene networks using these methods; the complexity of algorithms and the problems that arise during its implementation are also noted.
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Introduction. The gene regulatory network is a composition of indirectly related modular DNA elements (genes), receiving multiple input signals in the form of RNA and proteins, processing the signals and inducing the rate of the network genes transcribing into RNA and translating into proteins. The network architecture reflects the interaction between its various elements and provides us with the most complete information on the regulation of cell functioning in contrast to the traditional study of single genes, thus, the reverse engineering of gene regulatory networks is an important topic of Systems Biology.

There are 10 currently used approaches to the engineering of gene networks, including machine learning, Bayesian networks, Boolean networks, differential equations, Information Theory, Petri nets, neural networks, and genetic algorithms [1–3]. Each approach has advantages and disadvantages, the definition of which is complicated due to the lack of substantial reviews in scientific literature. Another problem is that the abovementioned approaches are used to reconstruct small networks of only 10–30 genes. The increase in the number of genes causes an exponential growth of the calculation complexity: for 30 genes there are $2.71 \cdot 10^{158}$ probable network variants in case of using Bayesian networks [4], although for Information Theory the complexity estimate is considerably less [5]. However, the task of reverse-engineering of gene networks is still NP-hard [1], therefore, a vital part of reviews should be dedicated to estimating the computational complexity of the inference algorithms and the analysis of algorithms which will allow revealing the possibility of parallelizing to use them in the distributed computing and clusters.

This article reviews two engineering methods – Boolean and Bayesian networks, several algorithmic approaches and their evaluation.

Different methods of presenting gene networks. One and the same gene regulatory network may be
represented in various ways (Fig. 1). The simplest method is directed or undirected graph.

The directed graph $G$ is a pair $<V, E>$, where $V$ – vertex set and $E$ – edge set. The vertices correspond to genes (or other system components), while the edges, indicated as a pair of vertices $<i, j>$, correspond to the regulatory interactions between the components. The graph is directed if $i$ and $j$ are the head and tail of the edge, respectively. The definitions of vertices and edges may be extended to store additional information about the genes and their interactions. For instance, an edge may be defined as $<i, j, \text{properties}>$. A slot properties may indicate whether one gene inhibits (-) or activates (+) another one (see Fig. 1, a). Also properties may be the list of regulators and their effect on this edge, for instance $<i, j, (k, \text{activator}), (l, \text{inhibitor as a homodimer protein})>$ [6].

Boolean networks. The level of gene expression in Boolean synchronous networks is defined by the binary variable which is either 0 or 1, i.e. the gene is either knocked-out or expressing. The status of genes changes at each discrete time step, that is why the networks are called synchronous. A new status of the gene may depend on the previous state of this gene and other genes. $N$-dimensional vector of variables may describe the state at time $t$. The value of each variable at time $t + 1$ depends on the input data, which may be computed using Boolean functions. The number of probable Boolean functions for the vertex with $k$ inputs is $2^2^k$.

Let us consider an example of the rules, used for the network, in Fig. 1, c:

- $a(t + 1) = f_a(a(t)) = a(t), \quad k = 1$;
- $b(t + 1) = f_b(c(t), d(t)) = (\neg c(t)) \land d(t), \quad k = 2$;
- $c(t + 1) = f_c(a(t), b(t)) = (a(t)) \land b(t), \quad k = 2$;
- $d(t + 1) = f_d(c(t)) = (\neg c(t)), \quad k = 1$.

These rules may be used to create the table of transitions from one state to the other, which demonstrates that this network has two types of the stationary behavior. Given the initial state $a$ equals 0, the system acquires stable state 0101, which means that genes $a$, $c$ are knock-outs, while genes $b$, $d$ are knock-ins. Given the initial state $a$ is 1, the system runs into a cyclic path, constantly running the following line of states: $1000 \rightarrow 1001 \rightarrow 1101 \rightarrow 1111 \rightarrow 1010 \rightarrow 1000$ [6].

The sequence of the states, formed due to Boolean transformation, is the system trajectory. As the number of states is finite, the set of possible transitions is also finite. Thus, each trajectory leads either to the stationary state or to the cyclic state. These states are called attractors. All the states, leading to the same attractor, form the attraction basin.
The states of Boolean network

<table>
<thead>
<tr>
<th>Interpretation of states at ( a = 0 )</th>
<th>Interpretation of states at ( a = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000 → 0001</td>
<td>1000 → 1001</td>
</tr>
<tr>
<td>0001 → 0101</td>
<td>1001 → 1101</td>
</tr>
<tr>
<td>0010 → 0000</td>
<td>1010 → 1000</td>
</tr>
<tr>
<td>0011 → 0000</td>
<td>1011 → 1000</td>
</tr>
<tr>
<td>0100 → 0001</td>
<td>1100 → 1101</td>
</tr>
<tr>
<td>0101 → 0101</td>
<td>1101 → 1111</td>
</tr>
<tr>
<td>0110 → 0000</td>
<td>1110 → 1010</td>
</tr>
<tr>
<td>0111 → 0000</td>
<td>1111 → 1010</td>
</tr>
</tbody>
</table>

The Boolean networks are used to study general properties of large gene networks. Viewing the random Boolean networks (number of inputs \( k \) per one gene and corresponding Boolean functions are selected at random), Kauffman [7, 8] revealed that this system demonstrates rather an ordered dynamics at small \( k \) values and specific sets of rules. The average expected number of attractors is \( \sqrt{N} \), and the average length of attractors is limited to the value in proportion to \( \sqrt{N} \). Kauffman made an assumption about the interpretation of the number of probable attractors as the number of cells of different types. This number is in good agreement with currently known information about the types of cells [9].

The algorithm, described in [10, 11], may be used for reverse engineering of Boolean networks using the data of microarray experiments. This algorithm defines whether the vertex set \( v_1, v_2, ..., v_\mu \), \( k \leq N \) explains the expression of a specific vertex \( v_\mu \). Boolean function “activator-inhibitor”, described for the vertex \( v_\mu \) may be defined using the enumeration method, it is as follows

\[
\forall(t) = (v_1(t) \lor v_2(t) \lor ... \land \neg (v_{i-1}(t) \lor v_{i+1}(t) \lor ...),
\]

where the first bracket is activator vertices, and the second one is inhibitor vertices.

Obviously, given small \( k \) values, the algorithm complexity is polynomial, but it may have considerable effect on the quality of obtained network. As stated above, the number of all the possible Boolean functions equals \( 2^{2^k} \), thus, the increase in the value of \( k \) leads to exponential complexity.

A more generalized and substantial approach to solving the problem is found in [12–14], the authors of which used the limited Boolean networks. In this case the regulatory relations are presented by the matrix \( A_{n \times n} \), where \( a_{ij} = 1 \) at positive regulation of gene \( x_i \) by gene \( x_j \); \( a_{ij} = -1 \) at negative regulation of gene \( x_i \) by gene \( x_j \) and \( a_{ij} = 0 \) in other cases.

Thus, Boolean function \( f_i \) is defined in accordance to matrix \( A \) and values of genes \( x_i, j=1, ..., n \) at time:

\[
x_i(t+1) = \begin{cases} 
1, & \text{if} \sum_j a_{ij} x_j(t) > 0; \\
0, & \text{if} \sum_j a_{ij} x_j(t) < 0; \\
0, & \text{if} \sum_j a_{ij} x_j(t) = 0.
\end{cases}
\]

The sum \( \sum_j a_{ij} x_j(t) > 0 \) is the input of gene \( x_i \) at time \( t \). As not all the Boolean functions may be defined in this representation, the Boolean network is considered to be constrained. The reconstruction of gene networks is limited to solving the constraint satisfaction problem (CSP).

CSP is defined by a set of variables \( X = \{x_1, x_2, ..., x_n\} \); tuples \( D = \{D_1, D_2, ..., D_n\} \), where \( D_i \) – domain tuple for \( x_i \); constraints \( C = \{C_1, C_2, ..., C_n\} \), restricting the values, which may be accepted by the variables simultaneously, where each set of \( C_i \) has constraints of the subset of variables and defines the feasible combination of values for these variables. The solution of CSP is the assigning to each variable \( x \) the value from its domain \( D_i \) to satisfy all the constraints in \( C \) [15].

CSP, defined in finite domains, are usually solved by search algorithms, namely, by stepwise assignment of possible values to the variables and verification of the constraints satisfaction. The known algorithms are backtracking, constraint propagation, and local search [12]. The processes of selecting variables and assigning some values to these variables depend on the order of selection, therefore, there are many heuristic methods to solve CSP [15] which has evident effect on the reconstruction accuracy.
In addition to the abovementioned problem, there are a number of general drawbacks of the Boolean network reconstruction using the real data [6]:

1. Binarization is a complex process, significantly affecting the result. Sometimes it is hard to define the exact binarization level using the expression data.

2. The states are incomplete. In practice most transitions between the states are lost after the binarization.

3. The existence of a large number of time points is critical. Many transitions between the states are required to distinguish correct states from incorrect ones and to achieve a stable result.

4. Time points should not be very close to one another. This is an unsteady balance between the highest possible number of transitions between the states and false-positive states. If two time points are too close, the transition between them does not demonstrate any changes, as the binarization is a very rough threshold, which does not allow distinguishing insignificant concentration variations. This leads to the occurrence of a high number of false-positive cycles in the corresponding graph.

It should be noted that Boolean networks are not just a reconstruction method, rather it is the representation method, therefore, many different approaches are used for reverse engineering [16].

Thus, the Boolean gene network may be reconstructed using the Information Theory as in the known algorithm REVEAL [17]. However, the Information Theory is a specific set of the reconstruction methods requiring the discrete detailed review, so here we confine to a mere mention [18–21]. As seen, the classification of the reconstruction methods is not so strict and the complex of approaches is often used to solve the task of reverse engineering of gene networks.

The Bayesian networks reflect the regulatory gene networks as a directed acyclic graph \( G = \langle V, E \rangle \). Similarly to the definition for the usual graph, the vertices \( i \in V \) correspond to the genes, and the edges \( - \) to the regulatory interactions. The variables \( x_i \) belong to the vertices and define the regulatory properties, for instance, the level of gene expression or the number of active proteins. The conditional probability distribution \( p(x_i | L(x_i)) \) is defined for each \( x_i \), where \( L(x_i) \) – the variable, belonging to direct regulators \( i \).

The directed graph \( G \) together with the conditional distribution describe the joint probability distribution \( p(x) \), defining the Bayesian network. It may be considered as follows

\[
p(x) = \prod_i p(x_i | L(x_i)).
\]

The directed graph reflects the probability dependencies: the level of gene expression, presented by the daughter vertex, depends on the expression level of parent genes. Hence, the graph also has conditional independencies \( i(x_i; y | z) \), which means that: \( x_i \) does not depend on \( y \), given the availability of \( z \). Two graphs, reflecting the Bayesian network, are equivalent, if the sets of their independent relations are equal. However, in this case they may be considered only as equal undirected graphs. Completely equivalent graphs are impossible to reveal using the studies of the variable \( x \) only [22].

For the network in Fig. 1, \( b \), the conditional independent relations are as follows [6]:

\[
i(x_a; x_b) \cdot i(x_a; x_a, x_b | x_c),
\]

while the joint probability distribution of the network [6] is

\[
p(x_a, x_b, x_c, x_d) = p(x_a) \cdot p(x_b) \cdot p(x_c | x_a, x_b) \cdot p(x_d | x_c).
\]

The aim of reconstruction of gene regulatory networks from the expression data using the Bayesian networks is to find the network or the class of equivalent networks, which explain the experiment data in the best possible way. The problem is to define the initial probability distribution. However, it is more reasonable to use the dynamic Bayesian networks, which may be considered as the expansion of common Bayesian networks and which are capable of reflecting the dynamics of gene networks. Given the variable of time-series microarray experiment \( x \in \mathbb{R}^{n \times p}, x_{it} \) where \( n \) – the number of time points, and \( p \) – the number of genes, is the observation of gene \( i \) at time \( t \), then the observation vector at time \( t \) may be presented as \( x_{it} = [x_{i1}, \ldots, x_{in}] \) and \( i \) gene at all the time points is \(- x_{it} = [x_{i1}, \ldots, x_{i1}] \).
The dynamic Bayesian networks assume the temporal dependence where the directed edges should "move" forward with time [23].

There is a common assumption that these networks are the first-order Markov model where each gene is directly affected only by the previous genes [24]. As these models are time-dependent, it is easy to create a network with reverse cycles. Fig. 2 demonstrates a simple transformation of a cyclic network of three genes into the acyclic dynamic Bayesian network [23].

The joint probability distribution for the dynamic Bayesian network may be calculated as

\[
P(x_1, ..., x_n) = \prod_{i=1}^{n} \prod_{t=1}^{n} P(x_t | L(x_{t-1})).
\]

As stated above, the main aim of the gene network inference is the creation of such networks which would present the best explanation of the experimental data. This requires to find the structure and parameters of the dynamic Bayesian network using the data. This task may be formulated as follows.

Given the data from different time points, when \( D = \{x_1, ..., x_n\} \), we should find the model \( M = (G, \theta) \), with the best correspondence to \( D \), where \( M \) is defined by the structure of the dynamic Bayesian network \( G \), as well as with the corresponding parameter \( \theta \) from the family of conditional probability distribution.

According to the Bayes’ rule, the posterior distribution of model \( M \)

\[
P(M | D) = \frac{P(M)P(D | M)}{P(D)},
\]

where the denominator \( P(D) = \sum P(D | M)P(M) \) – a normalizing factor, not dependent on \( M \), thus, taking the logarithm, one can calculate the valuation function for \( M \) [25]:

\[
S(M) = \log P(D | M) + \log P(M),
\]

where the parameter \( P(M) \) is a priori for the model, and \( P(P(D | M) \) – marginal probability for the \( D \) data, given the model is \( M \).

\[
P(D | M) = \int P(D | \theta, G)P(\theta | G)d\theta, \text{ i.e. } P(\theta | G) --- a \text{ priori distribution for the parameters. The selection of optimal model } M \text{ comes to the maximization of the marginal probability.}
\]

To evaluate the integral, one can use Dirichlet distribution for discrete polynomial distributions and Wishart distribution – for continuous gaussian distributions [23].

Even given the evaluation function, finding an optimal dynamic Bayesian network for reverse engineering of gene networks is a very complicated task. Firstly, the parent vertex set for each vertex is \( 2^N \), where \( N \) is the total number of nodes. Therefore, the optimization task of finding the model with the highest evaluation function is exponential [26].

Secondly, the search algorithm is not always successful in finding the best model, usually only a local maximum is reached, therefore, the only selected model with the maximal valuation function is not always the best.

There are several traditional approaches to solving the above task. One of them is a greedy hill-climbing search with random restarts [27]. A random network model is selected for each restart. The mutation of this basic structure occurs via addition or subtraction of one edge. The algorithm defines all the possible mutations of the basic structure and selects the one with the
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highest score, and then it becomes the basic one. This procedure is repeated until the local maximum is reached, then the model is saved, and the procedure restarts. The result is the set of models, the number of which equals to the number of restarts. This algorithm is defined in the work [23]; it is formulated in pseudocode as follows:

**Greedy Hill-Climbing Search with Restarts for DBN**

**Input**: $D$ (test data of time points)  
$N_{\text{res}}$ (number of restarts)

**Output**: $M_{\text{out}}$ (set of models with the highest grades)

for $i = 1$ to $N_{\text{res}}$ do 
produce random structure $M_0$ 
repeat 
$M_{\text{best}} \leftarrow M_i$ 
foreach pair of nodes in DBN do 
if edge $= 0$ (no connection between two vertices) then 
$M' \leftarrow \text{addEdge}(M_i)$ 
else 
$M' \leftarrow \text{removeEdge}(M_i)$
end 
if score($M'$) $> \text{Score}(M_{\text{best}})$ then 
$M_{\text{best}} \leftarrow M'$
end 
until $M_{\text{best}} = M_0$ (local maximum is reached) 
return $M_{\text{out}} \leftarrow M_{\text{best}}$
end.

Another class of heuristic algorithms, used to solve the task of selecting the best model is the Markov Chain Monte Carlo (MCMC) method [28] with the multivariate complex distribution. The mechanism of this method is the creation of Markov chain, where a new model $\tilde{M}$ is generated only based on the previous $M$. Finally there is a chain of models, coinciding with the expected distribution. A sufficient condition for the coincidence is the balance equation for all the models [23]:

$$P(M_i | M_k) P(M_k | D) = P(M_k | M_i) P(M_i | D),$$

where $P(M_i | M_k)$ – transition probability from $P(M_i)$ to $P(M_k)$.

One of important MCMC algorithms is the Metropolis-Hastings algorithm, based on the algorithm of sampling – acceptance-rejection sampling algorithm [29]. At each restart the algorithm generates a new model, the candidate distribution $Q(M, \tilde{M})$, which is the probability of return of a new model $\tilde{M}$ at given model $M$. Given the candidate model $\tilde{M}$, it is possible to calculate the probability of its acceptance

$$\alpha(\tilde{M}, M) = \min\left\{1, \frac{P(M | \tilde{D}) Q(M | \tilde{M})}{P(M | D) Q(M | M)}\right\},$$

If the probability satisfies these conditions, the Markov chain selects the current candidate model. Let us refer to the work [23] once again to illustrate the algorithm in pseudocode:

**Metropolis-Hastings sampling algorithm for DBN**

**Input**: $D$ (test data of time points)  
$N_{\text{sam}}$ (number of samples)

**Output**: $M_{\text{out}}$ (chain of models)

Produce initial model $M_0$ 
for $i = 1$ to $N_{\text{sam}}$ do 
sample a new model $\tilde{M}$ from $Q(\tilde{M}, M)$ 
compute 
$$\alpha(\tilde{M}, M) = \min\left\{1, \frac{P(M | \tilde{D}) Q(M | \tilde{M})}{P(M | D) Q(M | M)}\right\},$$
sample $u$ from $U(0,1)$ (uniform distribution to (0,1)) 
if $\alpha(\tilde{M}, M) > u$ then 
$M_i + 1 \leftarrow \tilde{M}$
else 
$M_i + 1 \leftarrow M_i$
end return $M_{\text{out}} \leftarrow M_{\text{prev}}$
end.

Besides, the application of MCMC to find the optimal Bayesian network is a costly computational task. An increase in the number of network nodes results in the exponential increase in the algorithm complexity [30]. Compared to the greedy hill-climbing search with random restarts, MCMC demonstrates better results and is faster [23].
One of the examples of Bayesian networks inference software is Banjo, which studies the structure of static and dynamic Bayesian networks (http://www.cs.duke.edu/~amink/software/banjo/). The authors used the greedy hill-climbing search with random restarts, simulated annealing and genetic algorithms, which demonstrated similar results under the condition of long-term performance. However, each method requires different different time to find the best network (20 genes per 2,000 points): on Dell PC, 2.26 GHz CPU, 1 GB RAM the greedy search was the fastest (minutes), simulated annealing rated (dozens of minutes), while the genetic algorithm was the slowest (hours) 31.

The Bayesian networks may be efficiently combined with other methods. For instance, in [32] the greedy hill-climbing search by Banjo realization was used along with LASSO (least absolute shrinkage and selection operator) and Dantzig selector from the family of regressive methods.

Conclusions. The analysis of two different approaches to solving the problem of reverse engineering of gene networks demonstrates that the increase in the number of genes in the network leads to the exponentially complicated computational task.

In case of Boolean networks the binarization of the gene expression value (active or passive) allows studying larger networks investigating their general properties. Besides, we can limit the number of regulators of a specific gene, thus facilitating the algorithm to save some time. However, the abovementioned facilitations affect the network quality.

In case of Bayesian networks the presented algorithms demonstrate that there is a high risk of getting into a local maximum, as the exponential complexity requires the application of heuristic algorithms.

In the author’s opinion better results in both cases can be obtained by distributing the computing load using the cluster of computers. It does not require the algorithm parallelism, a simpler way is to distribute the data among the cluster nodes. In addition, it is reasonable to use ensemble-methods, i.e. combinations of several approaches, which will definitely enhance the engineering accuracy.

Thus, one may conclude that the algorithms of reverse engineering of gene networks on the basis of Boolean and Bayesian networks require detailed methodical foundation, which would allow reconstructing the network model with the most accurate correspondence to the experimental data, as well as the modern computing approaches in the informational technology fields, since the considered methods do not solve the problem of exponential search.
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